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Abstract
Social Media platforms have developed to be the most important source of information dissemination. Users of social media can upload pictures, videos, etc on these platforms. It has brought the world together virtually. It allows people to express themselves easily, effectively and across geographical boundaries. However, at the same time, social media is being used as a launchpad by hate mongers to spread hatred for another section of society. The difference between one’s ability to express criticism about some situation from one’s ability to incite hate through such criticism is very bleak. In the present paper, the researcher has tried to address this issue by dividing the research into five parts. In the first part, the researcher has explained hate speech. In the second part, the international stand of various countries in dealing with hate speech is discussed. In the third part, the efforts of social media platforms in curbing hate speech is discussed. In the fourth part, the need for regulating hate speech is discussed. The fifth part contains of the conclusion and suggestions.
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INTRODUCTION
Internet and social media have been one of the biggest crusaders of twenty first century in taking forward the individual’s right of freedom of expression by providing convenient platforms where an individual can express his or her feeling regarding any issue, with the assurance that the internet technology would disseminate the information all over the world at the click of a button. However, this boon has in recent past shown disturbing trends where internet and social media platforms are used by hate mongers to preach hatred and incite people against other sections of society. In 2018, the Pittsburgh synagogue attack in USA which led to the death of.; the attacker was found to be an active user of a banned platform “Gab” where people shared anti-semantic views.1 The horrible 2019 New Zealand Mosque attack which led to the killing of 50 people was live-streamed by the attacker on facebook and he also distributed a hate-filled manifesto through the same platform.2 In Myanmar, online hate speech against Rohingyas led to ... while in India hate speech resulted in mob-lynching. In light of the rising hate speech incited hate crime and violence incidents and as hate speech is positioned at the crossroad of conflicting principles of freedom of expression at one hand and right to protection against discrimination at other hand; it is imperative to cautiously define hate speech. The Cambridge Dictionary defines hate speech as, “public speech that expresses hate or encourages violence towards a person or group based on something such as race, religion, sex or sexual orientation”3 The European Commission against Racism and Intolerance (ECRI) has defined it as, “Hate speech covers many forms of expressions which spread, incite, promote or justify hatred, violence and discrimination against a person or group for a variety of reasons.”4 The Law Commission of India in its 267th report has defined hate speech as “an expression which is likely to cause distress or offend other individuals on the basis of their association with a particular group or incite hostility towards them.”5 Thus, hate speech can be construed any expression which is meant to incite others against another section of society in order to discriminate or dehumanize that section can be construed to be hate speech. Criticism of others without any intent to incite would not qualify to be hate speech.

International stand regarding hate speech: Adverse impact of hate speech on human rights has been recognized in international documents and treaties. The first important international document to recognize hate speech is Universal Declaration of Human Rights (hereinafter referred UDHR) in 1948. The magna-carta of human rights in Article 7 has implicitly extended protection from hate speech by providing right to equal access to information all over the world at the click of a button. However, at the same time, social media is being used as a launchpad by hate mongers to spread hatred for another section of society. The difference between one’s ability to express criticism about some situation from one’s ability to incite hate through such criticism is very bleak. In the present paper, the researcher has tried to address this issue by dividing the research into five parts. In the first part, the researcher has explained hate speech. In the second part, the international stand of various countries in dealing with hate speech is discussed. In the third part, the efforts of social media platforms in curbing hate speech is discussed. In the fourth part, the need for regulating hate speech is discussed. The fifth part contains of the conclusion and suggestions.

3 Definition of Hate Speech. Available at: https://dictionary.cambridge.org/dictionary/english/hate-speech. (Last viewed on 25th October, 2019)
5 Law Commission of India, 267th Report on Hate Speech (March, 2017)
 protección y protección contra cualquier discriminación.6 En el marco de la UDHR, 'El Convenio Internacional de Derechos Civiles y Políticos' (en adelante referido como CCPR) ha extendido una protección vigorosa contra el discurso hostil. Artículo 20 de la CCPR proporciona prohibiciones de acoso hacia la intolerancia que conducen a la discriminación, la hostilidad o la violencia.7 Mientras que, Artículo 19 de la CCPR proporciona la libertad de expresión a todos; no es absoluto y se subordina a la reputación de otros y las condiciones de seguridad nacional, orden público, etc.8 Aunque ambas disposiciones son conflictivas, debe interpretarse para sugerir que ejerciendo el derecho a la expresión bajo Artículo 19, que no debe violar Artículo 19(3) y Artículo 20 de CCPR. Otros instrumentos internacionales como el Convenio Internacional sobre la Eliminación de todas las Formas de Discriminación Racial (en adelante referido como CERD), el Convenio sobre la Prevención y Castigo del Crimen de Genocidio (en adelante referido como Convenio de Genocidio) y el Convenio sobre la Eliminación de todas las Formas de Discriminación contra las Mujeres (en adelante referido como CEDAW) proporcionan protección contra el discurso hostil dirigido a incitar a la comisión de genocidio o discriminación racial o discurso dirigido a incitar a la discriminación racial. 

El anterior mencionado, los instrumentos internacionales actúan como la base para que los estados formen sus propias legislaciones.9 En el Reino Unido, el discurso hostil está regulado por una serie de leyes.10 El Crimen y Desordeno Act, 1998 castiga ofensas que derivan de razones raciales o religiosas, consideradas como amenazas para la racionalidad o el orden.11 El Acto de Orden Público, 1986 castiga el hecho intencional de crear odio sobre la base de raza, religión o orientación sexual.12 Parte 1 del Acto Malicioso de Comunicaciones, 1988 castiga el envío indecente y ofensivo de comunicaciones que se hacen con el propósito de causar delincuencia en la sociedad.13 Sección 127 del Acto de Comunicaciones, 2003 prohíbe el envío de mensajes ofensivos o de mantenimiento en un sistema de comunicaciones. A pesar de tantas leyes, no hay legislación que aborde el problema del discurso hostil en línea en el Reino Unido. Sin embargo, el informe sobre la Criminalidad de o Hates en abril de 2017, "Hate Crime: Abuse, Hate, and Extremism Online" proporcionó las siguientes recomendaciones. Primero, se recomendó que el discurso hostil en línea se actualice. Segundo, las empresas de redes sociales deben revisar sus estándares para el trato de contenido hostil en línea.14 En la Unión Europea, el Acto Europeo de 2016 sobre el combate al discurso ilegal en línea incluye una cooperación entre la Unión Europea y las grandes empresas de redes sociales, Facebook, Twitter, Youtube y Microsoft para establecer un objetivo para la eliminación de contenido hostil en línea con 24 horas de su notificación.15 En 2017, la Comisión del Reino Unido notó el progreso en la supresión del contenido hostil que reportó un incremento de 28% a 59% en un periodo de 6 meses.16

En el Reino Unido, no hay protección adecuada contra el discurso hostil como la primera enmienda de la Constitución de los Estados Unidos de América protege la libertad de expresión. La primera modificación a la Libertad de Expresión a la Constitución del Reino Unido prohíbe al gobierno la creación de leyes que infrinjan la libertad de expresión en el Reino Unido. A pesar de ello, la segunda enmienda de la Constitución de los Estados Unidos de América sobre el discurso hostil no está incluido en la definición de protección de la primera enmienda. Siguiendo eso, el Supremo Tribunal de los Estados Unidos en Brandenburg v. Ohio17 diferenció entre clases de expresiones y sostuvo que ciertas expresiones como "luchar palabras, obscenidades, ciertas profanaciones y blasfemias" son fuera de la jurisdicción de protección de la primera enmienda. Siguiendo eso, el Supremo Tribunal de los Estados Unidos en Brandenburg v. Ohio18 estableció elTest de Peligro Inmediato que considera si un discurso es lo bastante cercano para que se llave a la realidad. De acuerdo con esto, el discurso hostil debe ser considerado como el discurso que se dirige a incitar a la comisión de un delito, generando delincuencia inminente o incitando a cometer un acto delictivo.19

En el Reino Unido, el discurso hostil en línea se regula por la ley interna y en el Reino Unido, la ley para la agresión, el daño y el extremismo en línea puede ser utilizada por la víctima para castigar a la persona acusada por calumnia.

6 “All are equal before the law and are entitled without any discrimination to equal protection of the law. All are entitled to equal protection against any discrimination in violation of this Declaration and against any incitement to such discrimination.” Article 7, UDHR
7 Artículo 20, ICCPR. Artículo 20(2) establece, “Any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence shall be prohibited by law”
8 Artículo 19(3), ICCPR
9 Iginio Gagliardone, et al., “Countering Online Hate Speech” UNESCO 2015. Available at: https://unesdoc.unesco.org/ark:/48223/pf0000233323 (Last viewed on 20th October, 2019)
11 Ibid @pg 419
12 Ibid
13 Supra 10
14 Ibid @pg 421
15 "Code of Conduct on countering illegal hate speech online”. Available at: https://ec.europa.eu/info/sites/info/files/code_of_conduct_on_countering_illegal_hate_speech_online_en.pdf
17 315 U.S. 568 (1942)
18 395 U.S. 44 (1969)
19 Supra 5
20 US DCA can be used by the aggrieved for punishing the accused for defamation.
Australia passed a stringent law regarding online hate speech regulation “Criminal Code Amendment (sharing of abhorrent violent material) Bill” on March, 2019 which imposes huge fines on social media companies and jail for the company executives in the event of failure by the company to remove from their platforms “abhorrent abusive material”. The legislation was passed hastily in the backdrop of 2019 New Zealand mass killings by an Australian white nationalist.

In India, efforts by the legal fraternity for curbing hate speech begun after the Pravasi Bhalai Sangathan v. Union of India & Ors.22 in which the honorable supreme court proposed a report from Law commission report on the same. Consequently, the law commission in its 276th report published in March, 2017 while explaining hate speech, recognized internet as a mode of transmission of hate speech. It states, “...”. In the recent landmark judgment of Shreya Singhal v Union of India, the apex court has differentiated between three forms of speech, ie, discussion, advocacy and incitement. The court in this case held that a speech can be limited on grounds of exception mentioned in Article 19(2) only when it reaches the threshold of incitement. All other forms of speech, even if offensive or unpopular have to be protected under Article 19(1)[a]. The court has said, “Incitement is the key to determining the constitutionality of restriction of free speech.”23 Recently, the Indian Government has framed new social media rules which empower the government to order platforms to take down posts within twenty-four hours based on a wide range of offenses, as well as to obtain the identity of the user.24

**Efforts of internet platforms in curbing hate speech** - The internet and social media platforms are tackling the problem of hate speech through following the national laws as dicussed above and through self regulation. Most of these platforms have defined what instances amount to hate speech and have also defined the measures undertaken for responding to it. In case a user posts content that amounts to hate speech, such content may be removed or given a restricted access. After the 2019 New Zealand mass killings, Facebook has added new restrictions for live video streaming by detecting and removing worrying images and videos from the internet.25 YouTube also prohibits hate speech on its platform which has the potential of attacking or demeaning a group based on race or ethnicity, nationality, sexual orientation, sex, gender identity or serious disabilities or diseases.26 However, the problem with self-regulation is that editorial authority given to platforms in absence of a regulatory framework may cause infringement of freedom of speech and expression.

**Regulation of online hate speech**-

Article 19(2) of ICCPR states that freedom of expression is available for information of all kinds, whether oral, written or in print, or in form of art or through any other media of his choice.27 This provision implicitly implies that ICCPR applies to new forms of technology, particularly internet.28 Thus, online speech posted on social media platforms have to adhere to principles laid down in ICCPR of freedom of speech and expression under Article 19 and prohibition of advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence under Article 20 of ICCPR. The United Nations High Commissioner for Human Rights in 2012 recommended the adoption of “Rabat Plan of Action on the prohibition of incitement to discrimination, hostility or violence” (hereinafter referred as Rabat plan of action) for regulating restrictions which maybe placed on speech in light of Article 19 and Article 20 of ICCPR.29

For determining hate speech, a six-part threshold test has been laid down:
1. Context- Analysis of the context should place the speech act within the social and political context prevalent at the time the speech was made and disseminated.30

---

21 In case of any consequent hate crime emerging from hate speech, the US penal law can be used for prosecuting the accused.
22 AIR 2014 SC 1591
23 Supra 5
24 “Hate Speech on Social Media: Global Comparisons” by Zachary Laub. Link- https://www.cfr.org/backgrounder/hate-speech-social-media-global-comparisons
26 Supra 8. @ Pg 29
27 Article 19(2), ICCPR.
28 Supra 8
2. Speaker- The speaker’s position or status in the society should be considered, specifically the individual’s or organization’s standing in the context of the audience to whom the speech is directed.  
3. Intent- Article 20 of the International Covenant on Civil and Political Rights anticipates intent. Negligence and recklessness are not sufficient for an act to be an offence under article 20 of the Covenant, as this article provides for “advocacy” and “incitement” rather than the mere distribution or circulation of material. In this regard, it requires the activation of a triangular relationship between the object and subject of the speech act as well as the audience.  
4. Content and form- The content of the speech constitutes one of the key foci of the court’s deliberations and is a critical element of incitement. Content analysis may include the degree to which the speech was provocative and direct, as well as the form, style, nature of arguments deployed in the speech or the balance struck between arguments deployed.  
5. Extent of the speech act- Extent includes such elements as the reach of the speech act, its public nature, its magnitude and size of its audience. Other elements to consider include whether the speech is public, what means of dissemination are used, for example by a single leaflet or broadcast in the mainstream media or via the Internet, the frequency, the quantity and the extent of the communications, whether the audience had the means to act on the incitement, whether the statement (or work) is circulated in a restricted environment or widely accessible to the general public.  
6. Likelihood, including imminence- Incitement, by definition, is an inchoate crime. The action advocated through incitement speech does not have to be committed for said speech to amount to a crime. Nevertheless, some degree of risk of harm must be identified. It means that the courts will have to determine that there was a reasonable probability that the speech would succeed in inciting actual action against the target group, recognizing that such causation should be rather direct.

The Rabat plan of Action provides guidelines for states and not social media platforms. Hence, they are not duty bound to follow the recommendations of the plan of action. Another important document in this regard is the “The UN Guiding Principles on Business and Human Rights” framed by United Nations Office of the High Commissioner. It emphasizes corporate responsibility in upholding human rights. In the event of violation of human rights, these guidelines are to be referred to by internet companies. Recently, the report of United Nations “Special Rapporteur on the promotion and protection of the right to freedom of speech and expression” has made the recommendations addressing both the states and companies in addressing online hate speech. The important recommendation made for states is that regulation of online content should be smart regulation and not heavy- handed regulation. It states, “States should only seek to restrict content pursuant to an order by an independent and impartial judicial authority, and in accordance with due process and standards of legality, necessity and legitimacy. States should refrain from imposing disproportionate sanctions, whether heavy fines or imprisonment, on Internet intermediaries, given their significant chilling effect on freedom of expression.” Recognising the significance of internet companies in maintaining freedom of speech and expression, the report recommends an authoritative global standard to be followed. It suggests that the terms and policies of the companies should be framed in the backdrop of human rights law. The internet companies should also be made more accountable by imposing minimum levels of consistency, transparency and accountability to commercial content moderation.

CONCLUSION AND SUGGESTIONS

The increase in hate crime caused due to the rapid dissemination of hate speech through internet and social media platforms has made it a concern of immediate attention by the legal fraternity. Different countries have addressed the issue of hate speech with different perspective. In USA, the approach is more towards protection of freedom of speech and expression. Whereas in countries like Australia, strict laws have been passed to

31 Ibid
32 Ibid
33 Ibid
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1.1. 37 “2018 thematic report to the Human Rights Council on content regulation”. Available at: https://www.ohchr.org/EN/Issues/FreedomOpinion/Pages/ContentRegulation.aspx (Last viewed on 20th October, 2019)
38 Ibid
counter hate speech. A balanced approach in addressing hate speech is required in order to assure proper implementation of human rights as enshrined in UDHR and ICCPR. Thus, a global regulation on hate speech establishing rules for states as well as internet and social media companies for assuring freedom of speech and expression without causing any discrimination or hatred against a particular section of society.